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Abstract— The Constitution of India, under its Eight 
Schedule, has recognized Hindi (in Devanagari Script) 
and English as Official languages of Union Government, 
along with other 22 languages as Scheduled languages 
and given status and official encouragement to these 
Scheduled Languages. Most of the Optical recognition 
research work has been done on Devanagari, Telugu, 
and Bangla scripts etc. D e v e l o p m e n t  o f  OCR 
system for Indian scripts has many application areas 
like preservation of ancient manuscripts and literature 
written in different Indian scripts and making these 
available through digital libraries. Feature extraction 
and classification are the essential steps in the process 
of character recognition that affects the overall accuracy of 
the recognition system. This paper gives a detailed 
overview of feature extraction and classification 
techniques for the character recognition process of Indian 
scripts done in over past few decades 

Index Terms— Optical Character Recognition (OCR), 
Feature Extraction, Classification. 

 

I. INTRODUCTION 
The history of OCR goes back in 1923. Tausheck [21] 
and 1933 Handel [22] gave the first idea of the concept 
of the OCR. Optical Character Recognition deals 
with the problem of recognizing optically processed 
characters. Optical recognition is an offline process 
i.e. the recognition starts after writing or printing has 
been completed. Hand printed and machine printed 
characters both can be recognized, but the performance 
of recognition is directly dependent upon the other 
input parameters, which includes the quality of the 
Input image. Over the last few decades character 
recognition research has gained a considerable attention, 
because preserving the handwritten/ machine printed 
text in to digitized format has become prevalent. 

Out of around 33 different languages and 2000 
dialects spoken in India, two languages are official 
and 20 are recognized as Scheduled Languages. The 
use of multi-lingual documents has increased which 
necessitates the intelligent extraction of features and 
use of classification techniques for achieving 
maximum accuracy and performance and minimum 
error rate in recognition process. A n  Optical 
Character recognition system comprises of the 
following steps. 

1.1 Image acquisition: - 

Digital imaging or digital image acquisition is the 
creation of digital images. With the help of 
scanning process digital image of the document is 
captured. 

1.2 Pre-processing: - 

Digital image obtained from scanning may 
contain some amount of noise depending upon the 
quality of scanner. The lines might be skewed or 
characters may be smeared or broken. Thus, pre-
processing is required which involves elimination of 
noise, Binarization of the image and segmentation 
(line, word and character level). 

1.3 Feature Extraction: - 
The objective of feature extraction is to capture 

the essential characteristics of the symbols. Being 
the most important and crucial step of the 
recognition process, selection of the feature 
extra00ction technique becomes important factor in 
achieving the high recognition performance. It can 
be said to be one of the most difficult problems of 
pattern recognition. Some feature extraction 
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methods are Template matching, Deformable 
Templates, Zoning, Projection Histogram, Contour 
Profile, Moments calculation (Ex- Geometrical, Hu-
moments, Zernike). 

1.4 Classification: - 

Classification is the process of assigning the 
sensed data to their corresponding class with 
respect to groups with homogeneous characteristics, 
with the aim of discriminating multiple objects from 
each other within the image. Classification is carried 
out on the basis of stored features in the feature space, 
such as structural features, global features etc. It can 
be said that classification divides the feature space 
into several classes based on the decision rule. 
Some classification techniques used in previously 
developed Optical character recognition systems are 
Neural Network, Support Vector Machine, K-
Nearest Neighbors, Bayesian Classification, and 
Decision Tree Classification. 

1.5 Post-processing: - 
Post-processing step involves grouping of symbols. 

The process of performing the association of symbols 
into strings is referred to as grouping. 

 

 

 

 

FEATURE EXTRACTION AND CLASSIFICATION 
TECHNIQUES USED IN THE OCR SYSTEMS FOR 
INDIAN SCRIPTS 
Veena Bansal and R.M.K Sinha [1] presented a 
complete OCR for printed Hindi text written in 
Devanagari script. The system used following features: 
Coverage of the region of the core strip, Vertical bar 
feature, Horizontal zero crossings, Number of 
positions of the vertex points, Moments, Structural 
descriptors of the characters for classification, Tree 
classifiers are used. Overall accuracy obtained at the 
character level is 93%. Sinha and Mahabala [2] 
designed a syntactic pattern analysis system for 

Devanagari script recognition. The system stores 
structural descriptors for each symbol of the script. 
They achieved 90% accuracy. Reena, Lipika and 
Chaudhury [14] have tried to exploit information 
about stylistic variations, similarity between 
numerals and style invariant features. They 
presented a approach for recognition of handwritten 
Devnagari numerals using multiple neural classifiers. 
Sandhya Arora [15] have used Intersection features 
with Neural Network for Devanagari script and 
achieved 89.12% accuracy 

Singh and Budhiraja [3] presented an OCR system 
for handwritten isolated Gurumukhi script using 
Zoning, Projection histogram, Distance profile 
features, and Background directional features and 
used Support Vector Machines (SVM) for 
classification and thus obtained 95.04% of overall 
accuracy. Further Geeta and Rani [4] represented an 
OCR system for Gurumukhi numerals using Zone 
Distance features and SVM classifier and achieved 
99.73% accuracy. 

G. S. Lehal and Chandan Singh [16] directed their 
efforts towards development of OCR system for 
Gurumukhi. They used Local features 
(concave/convex parts, number of endpoints, 
branches, joints) and Global features (connectivity, 
projection profiles, number of holes etc.). For 
classification hybrid classification technique, binary 
decision tree and nearest neighbour was used. They 
achieved a recognition rate of 91.6%. Dharamveer 
Sharma and Puneet Jhajj [17] used zoning feature 
with hybrid classification technique using KNN and 
SVM classifier and achieved 72.7% accuracy. 

A very influential attempt made by the Jalal, Feroz 
and Choudhuri [5] for Bangla script. They represent 
neural network classifier by using Bounded 
rectangle calculation, Chain code generation, Slope 
distribution generation features. They achieved 96% 
system accuracy. Chaudhuri and Paul [6] represent an 
OCR system to recognize Bangla and Devanagari 
using stroke and shaded portion feature with tree 
classifier. U. Bhattacharya, M. Shridhar, and S.K. 
Paruil [18] implemented Neural network classifier 
for isolated Bangla characters with chain code 
features and achieved 92.14% accuracy on testing sets 
and 94.65% on training sets. 

Negi and Chakravarthy [7] represent an OCR system 
with 92% performance using template matching, 
fringe distance for Telegu script. Another attempt was 
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made by Lakshmi and Patvardhan [8] for Telegu 
script. They used neural classifier by using directional 
features and they achieved 92% accuracy. Arun K 
Pujari, and C Dhanunjaya Naidu [19] implemented an 
adaptive character recognizer for Telugu scripts using 
Multi resolution Analysis. They represented DNN 
(Dynamic Neural Network) using Wavelet analysis 
and achieved 93.46 % success rate. 
In south India, Telegu and Kannada have similar 
scripts. R Sanjeev and R D Sudhakar[9] represent an 
OCR system for printed Kannada Script using two 
stage Multi-Network (Neural Network) classification 
technique employing wavelet feature and achieved 
91% accuracy at character level. M Sagar, Shobha 
and Ramakanth [10] designed a syntactical analysis 
system using Ternary Tree based classification for 
isolated Kannada characters. They have given more 
emphasis on Post-processing step, using dictionary 
based approach to increase the OCR accuracy. T V 
Ashwin and P S Sastry [20] represents a font and size-
independent OCR system for printed Kannada 
documents using support vector machines (SVM). 
B Chaudhuri U Pal and Mitra [11] gave a prototype 
OCR system for Oriya script. They use Directional 
features and Global Features and classified them 
using Decision tree classifier and achieved 96.03% 
accuracy at character level. 
Junaid, Umar, and Muhammad Umair [12] 
attempted to make an OCR system for isolated Urdu 
characters using NN classifier using structural 
features like width, height and checksum of the 
character. Their prototype gained the accuracy of 
97.43%. A good attempt was made by Jhuwair and 
Abdul [13] for Urdu script. They achieved the 
97.12% recognition rate using Sliding window and 
Hu-moment feature using KNN classifier. 
 
CONCLUSION WITH COMPARISON TABLE 
Survey represents a study of feature extraction 
methods with different classifiers implemented in 
OCR systems for different Indian scripts. Variance 
between the features should be clearly discriminative 
and specific so that system can classify the characters 
with maximum efficiency and minimum error rate. 
This survey paper helps researchers and developers to 
understand history of the OCR research work for 
Indian scripts. OCR for Indian scripts that works 
under all possible conditions and gives highly accurate 
results still remains a highly challenging task to 
implement. 

 
SNo Language Feature Extraction 

Methods 
Classification 
Methods 

Recognition 
Rate  

(in %age) 
1 Devanagari Vertical Feature 

Bar, Horizontal 
Zero Crossing, No 
of positions on the 
vertex point, 
Moment 
Structural 
descriptors [1] 

Tree Classifier 93 

2 Devanagari Syntactical 
Analysis[2] 

Tree Classifier 90 

3 Devanagari Intersection 
Features [15] 

Neural 89.12 

4 Gurumukhi Local Features -
concave/convex 
parts, number of 
endpoints, 
branches, joints, 
Global features - 
connectivity, 
projection profiles, 
number of holes 

Binary 
Decision Tree 
and nearest 
neighbour 

91.6 

5 Gurumukhi Zoning Feature 
[17] 

KNN and 
SVM classifier 

72.7 

6 Gurumukhi Zoning, Projection 
Histogram, 
Distance Profile 
Features, 
Background 
Directional 
Features [3] 

Support 
Vector 
Machines 
(SVM) 

95.05 

7 Gurumukhi Zone Distance 
Features [4] 

Neural 
Network 

99.73 

8 Bangla Bounded 
Rectangle 
Calculation, Chain 
Code Generation, 
Slope Distribution 
Generation [5] 

Decision Tree 96 

9 Bangla Directional 
Features [6] 

Neural 
Network 

- 

10 Bangla Chain code [18] Neural 
Network 

92.14 

11 Telugu Template 
Matching using 
Fringe Distance [7] 

Neural 
Network 

92 

12 Telugu Directional 
Features, Global 
Features [8] 

Neural 
Network 

92 

13 Telugu Wavelet Analysis 
[19] 

DNN 93.46 

14 Kannada Wavelet Features, 
Syntactical 
Analysis[9] 

Neural 
Network, 
Ternary Tree 

91 

15 Oriya Directional 
Features, Global 
Features [11] 

Decision Tree 96.73 

16 Urdu Structural 
Features (width, 
height ad 
checksum) [12] 

Neural 
Network 

97.43 

17 Urdu Sliding Window, 
Hu-moment [13] 

KNN 97.12 
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