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Abstract:
The exponential growth of digital content in Malay-
alam language has led to an urgent need for ad-
vanced methods to extract valuable insights from
this vast corpus. This paper presents a com-
prehensive study of text mining techniques tai-
lored to Malayalam, aiming to bridge the gap be-
tween linguistic intricacies and computational ap-
proaches. This work describes a pioneering inves-
tigation into the creation of an integrated Malay-
alam Text Mining Tool combined with a comprehen-
sive Part-of-Speech (POS) tagger. To handle the
Malayalam language’s distinctive linguistic charac-
teristics, the research combines Natural Language
Processing and Machine Learning concepts. The
text mining tool is meant to rapidly extract rel-
evant insights from Malayalam text, meeting the
growing demand for language-centric technologies
in a variety of applications. Concurrently, the
POS tagger improves the tool’s capabilities by pre-
cisely recognizing and labelling parts of speech in
Malayalam phrases, enhancing the analysis.This
tool serves as a facilitator for gathering corpora
from diverse newspapers, employing data process-
ing capabilities in TXT and CSV file formats, which
are indispensable for a multitude of Natural Lan-
guage Processing applications. Techniques such as
tokenization, stemming, and lemmatization are em-
ployed to standardize word representations. Feature
extraction methods like TF-IDF and word embed-
dings capture semantic relationships and local pat-
terns, which enhance text comprehension for fur-
ther analysis and machine learning. The analyzed
data then undergoes classification to extract valu-
able insights. Model performance is assessed using
evaluation metrics, while visualization techniques
are employed to present results comprehensively for
interpretation and communication. In future, fur-
ther exploration could involve integrating additional
machine learning algorithms for comparative analy-
sis, thus paving the way for a deeper understanding
and more advanced applications of Malayalam text
mining across various domains.
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1 INTRODUCTION

Text mining (TM) is the process of transforming unstruc-
tured text into meaningful and actionable information. TM,
also known as text data mining or text analytics, addresses
the challenge of extracting valuable patterns and trends
from vast collections of text documents. There are numer-
ous methods and resources available for mining text doc-
uments to extract important data [1]. Selecting the ap-
propriate text mining technique is crucial for enhancing the
speed and efficiency of retrieving valuable information. The
availability of digital data continues to increase, with a sub-
stantial portion existing in unstructured textual form. This
has led to the emergence of information extraction and text
mining as popular research areas dedicated to uncovering
valuable information from textual data. This can be ap-
plied in various areas, including web mining and merging
with traditional data mining processes. Feature selection is
an important aspect of text mining, involving the process of
selecting a subset of important features for model creation.
By identifying topics, patterns, and relevant keywords, text
mining allows one to obtain valuable insights without need-
ing to go through all the data manually. TM combines no-
tions of statistics, computational linguistics, information re-
trieval, data mining, and machine learning to create models
that learn from training data and can predict the results of
new information based on their previous experience. Hence,
it is nothing short of a multidisciplinary field. It deals with
natural language texts either stored in semi-structured or
unstructured formats or identifies facts, relationships, and
assertions that would otherwise remain buried in the mass
of textual big data. These facts are extracted and turned
into structured data, for analysis, visualization, integration
with structured data in databases or warehouses, and fur-
ther refinement using machine learning systems. Document
categorization or classification, information retrieval, doc-
ument clustering, information extraction, and performance
assessment are a few applications of text mining.

TM is a knowledge discovery process used to extract in-
teresting and non-trivial patterns from natural language [2].
With the advent of big data platforms and deep learning al-
gorithms that can evaluate large amounts of unstructured
data, TM has become increasingly useful for users, includ-
ing data scientists. Text mining and analysis can be used
by enterprises to extract potentially useful business insights
from a variety of text-based data sources, including corpo-
rate papers, customer emails, call center logs, verbatim sur-
vey answers, social media posts, and medical information.

1



TM skills are also being added to Artificial Intelligence (AI)
chatbots and virtual agents, which businesses use to auto-
matically respond to consumers as part of their marketing,
sales, and customer support processes. TM classifies each
document according to its primary topic, intent, and senti-
ment to make sense of a large amount of unstructured text.
It analyses unstructured material using Natural Language
Processing (NLP) techniques and then classifies the doc-
uments using AI techniques like Machine Learning (ML).
Patterns and relationships that would otherwise remain hid-
den in the text are revealed through this method. It is also
possible for machine learning algorithms to generate mod-
els that forecast novel behaviours and trends. Up to 80% of
commercial data is thought to be composed of unstructured
data, like text. Analysing all of this data might be very
time-consuming or even impossible without an automated
method. Moreover, information produced by automatically
processing text documents can be more precise and reliable.
Text mining can assist companies in anticipating compet-
itive threats, responding more swiftly to manufacturing or
customer service issues, and offering more individualized
customer care.

Many different approaches are used in text mining, and
they are important. The methods are not all the same.
Although the information extraction technique extracts in-
formation from organized databases, the retrieval tech-
nique uses unstructured text to obtain valuable informa-
tion. The document is summarized using the summariza-
tion approach, which shortens its length while maintaining
its significance. The method of categorization is controlled
and employs a predetermined set of documents based on
their content. In contrast, clustering is used to identify
underlying structures in data and group related data into
subgroups for additional research and analysis.

With its many advantages, text mining is transforming
how businesses gather and use data from enormous volumes
of unstructured text. Discovering insightful patterns and in-
sights in data to support well-informed decision-making is
one of the main benefits. By examining consumer attitudes,
market developments, and competition, businesses can ob-
tain a competitive advantage. Understanding consumer in-
put and making necessary adjustments to products and ser-
vices leads to better customer experiences. By collecting
pertinent information from medical literature, text mining
helps in drug discovery and speeds up research in the health-
care industry. Effective information retrieval, improved
search features, and anomaly detection help avoid fraud
across a range of businesses. TM helps language transla-
tion programs by providing more precise and context-aware
translations.

Despite its strength, TM has several drawbacks due to
the complexity of natural language and variety of textual
data. Ambiguity is a significant barrier since words can
have several meanings and interpretations, which makes it
difficult to understand context clearly. Text mining algo-
rithms also face challenges due to the dynamic nature of
language, which includes slang, acronyms, and changing
terminology. Handling unstructured data can provide some
difficulties, including uneven language usage and different
document formats. Text mining algorithms may have trou-

ble processing negations and comprehending context, which
could result in misunderstandings. Moreover, the enor-
mous amount of textual data necessitates complex com-
puter power, and the requirement for annotated training
data can be a bottleneck, particularly in specialized fields.
Complications arise from addressing privacy issues and en-
suring proper use of textual data.

This paper is organized into several sections. The intro-
duction portion is covered in the first section. Major works
in this field of research are reviewed in the second section.
The third section deals with the need for TM for Indian
languages with importance to Malayalam. The fourth sec-
tion covers the proposed method and implementation. The
next section deals with the results and discussions. The
sixth section deals with the limitation and future scope of
the present work. The seventh section concludes the paper
with future works that can be done as an outcome of this
work.

2 LITERATURE SURVEY

Text mining is an interdisciplinary field that involves the
application of NLP, ML, and data mining techniques to
extract meaningful information from large volumes of text
data. The authors of [3] described text mining as a devel-
opment of data mining methodology. Numerous fields have
used text mining, including business intelligence, social me-
dia analysis, healthcare, and scientific literature analysis.
Text mining has its origins in the fields of computational
linguistics and information retrieval. Early research works,
such as the Vector Space model for information retrieval [4]
and Latent Semantic Analysis (LSA) [5], paved the path
for further improvements. Specifically, Word2Vec’s intro-
duction [6] transformed word representation, and Latent
Dirichlet Allocation (LDA) [7] offered strong topic mod-
elling capabilities.

A deep learning approach using a parallel architecture
of Convolutional Neural Networks (CNN) and Long Short-
Term Memory Networks (LSTM) for sentiment intensity
scoring of English tweets is presented in [8]. The authors
extract two sets of features to aid the network in judg-
ing emotion intensity and describe experiments on different
models and various feature sets, along with the analysis of
the results. The data for this task consists of tweets across
various domains, classified into four emotions: joy, sadness,
anger, and fear. Each tweet is represented as a 35 x d ma-
trix, where d is the output dimension of embedding of a
single word. GloVe Word Embeddings, trained on 2 billion
tweets from Twitter, are used for the datasets correspond-
ing to anger, fear, and joy emotions. The processed text is
converted to word embeddings, representing each word of
the text into a d-dimensional vector.

The authors of the paper [9] focus on the use of text
mining algorithms to extract knowledge from unstructured
political information found in newspapers, specifically the
Nigerian Guardian newspaper. The algorithm involves nat-
ural language processing techniques such as tokenization,
text filtering, and refinement, followed by Association Rule
mining for knowledge extraction. The main contribution
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of the technique is the integration of an information re-
trieval scheme (Term Frequency Inverse Document Fre-
quency) with a data mining technique for association rules
discovery. The program is applied to pre-election informa-
tion from the Nigerian Guardian newspaper, and the ex-
tracted Association Rules provide important features and
informative news related to the concluded 2007 presidential
election. The system presented in the paper aims to pro-
vide useful information that can help sanitize the political
environment and protect the nascent democracy.

The paper [10] demonstrates how to analyze Turkish writ-
ten text using Big Data technologies such as Nutch, Spark,
and MongoDB, which can be applied to text mining in any
language. The study focuses on the linguistic aspects of
the Turkish language, which presents challenges for text
mining due to its word order-free and agglutinative nature
and the complexity of word stemming. The study high-
lights the need for well-defined natural language charac-
teristics for Turkish, including different styles, formal and
informal language, ambiguities, and context. The study
aims to enhance text mining efficiency in Turkish by demon-
strating the issues, methods, and applications of qualitative
approaches, including preprocessing, feature selection, and
topic clustering.

In [11] highlights the importance of idea mining in im-
proving strategic decision making and discusses the efficient
computational methods for idea characterization based on
concept extraction from unstructured texts. It explores
various successful text mining tools and text classification
techniques that can be used to extract ideas from different
sources such as patents, publications, reports, documents,
and the internet. They emphasize the need for a combina-
tion of idea-mining measures to effectively extract and char-
acterize ideas from the text. The paper provides insights
into the methods and tools available for mining ideas from
the text, showcasing their potential to enhance decision-
making processes.

The paper [12] provides a review of text mining, dis-
cussing its research status, general models, and applications
such as text categorization, text clustering, association rule
extraction, and trend analysis. The work presented in [13]
provides a review of text mining, which is the process of
deriving high quality information from text. It discusses
the applications of text mining in various areas such as cus-
tomer care service, fraud detection, contextual advertise-
ment, and healthcare.

Paper [14] discusses machine learning methods for text
mining, specifically focusing on unstructured natural-
language documents rather than structured databases. It
reviews standard classification and clustering methods for
text, such as Naive Bayes (NB), Rocchio, Nearest Neigh-
bor, and Support Vector Machines (SVMs) for classifying
texts, and hierarchical agglomerative, spherical k-means,
and Expectation Maximization (EM) methods for cluster-
ing texts. The paper also covers Information Extraction
(IE) methods that use sequence information to identify en-
tities and relations in documents, including Hidden Markov
Models (HMMs) and Conditional Random Fields (CRFs)
for sequence labeling and IE. The discussed methods are
motivated by applications in spam filtering, information re-

trieval, recommendation systems, and bioinformatics.

Text and content mining [15] are subcategories of data
mining that extract information from web content, such as
web pages and search logs. The extracted information can
be used in various applications, including extracting opin-
ions from online sources and analyzing web hierarchy for
better insights and knowledge. The systematic review in-
cluded 18 research papers that focused on the applications,
techniques, and issues of text and web mining. The research
papers provided a good foundation for the topic, explain-
ing different techniques used in text and web mining and
highlighting potential future research areas.

The paper [16] provides an overview of recent advances
in text mining of Indian languages, including NER sys-
tems, feature evaluation methods, Dimensionality Reduc-
tion Techniques, association rules, clustering algorithms,
and sentiment analysis. The authors of the paper dis-
cuss a comparative study of Feature Dimensionality Reduc-
tion Techniques applied to Hindi and Bengali named entity
recognition (NER). They studied various feature evaluation
methods like TF, tf-idf, Mutual Information (MI), Infor-
mation Gain (IG), chi-square test, and relief. They also
selected features using three methods: wrapper, filter, and
embedded. Finally, they extracted features using Principal
Component Analysis (PCA) and Linear Discriminate Anal-
ysis (LDA). Clustering methods were used for dimensional-
ity reduction. The paper by [17] discusses the challenges of
text mining in Indian languages, such as tokenization, sen-
tence boundary disambiguation, lack of annotated corpora,
and non-availability of full-scale gazetteer lists.

The authors [18] present a bibliometric analysis of arti-
cles on the influence of Covid-19 on consumer behaviour,
using Biblioshiny and VOSviewer applications. It identifies
the most influential documents, authors, affiliations, coun-
tries, and journals in this research domain. The paper con-
ducts citation, co-citation, and keyword co-occurrence anal-
ysis, visualized in a clustered network diagram. Three main
themes in consumer behaviour research amid Covid-19 are
identified: a) Food purchasing decisions and food wastage,
b) Adoption of technology, and c) Intrinsic and extrinsic
influence on consumer behaviour. The paper highlights the
impact of Covid-19 pandemic on consumer behaviour and
the need for marketeers to understand and adapt to these
changes. It offers insights into emerging themes and sub-
themes in consumer behaviour research, contributing to the
future expansion of this research domain.

With an emphasis on Indian languages, the paper [19]
proposes a content-based approach called CBTM (Content-
Based Text-Mining) for knowledge discovery of multilingual
texts. This system used keywords and patterns stored as gif
strings to enable extensions to other forms of data, and po-
tential applications in a distributed environment are high-
lighted. This approach was found effective in extracting
knowledge from multilingual texts, including ancient and
out-of-print texts in different languages. The application
of the Content-Based Text-Mining technique for knowledge
extraction from newspaper advertisements is also demon-
strated in this study.
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3 TEXT MINING IN INDIAN
LANGUAGES

India is a multilingual nation and its growing focus on
internet services is being provided in regional languages.
Within data mining, text mining is becoming more and
more popular. If the content is provided in the local lan-
guage on the internet, the users of the internet could be
increased. Also the existing internet users, long for content
in the language of their choice. Under Technology Develop-
ment for Indian Languages (TDIL) projects Development
of Corpora, Optical Character Recognization (OCR), Text-
to-Speech (TTS), Machine Translation (MT), and Generic
Software for Information processing, etc. were supported.
So availability of the constantly increasing amount of tex-
tual data of various Indian regional languages in electronic
form has accelerated. The web content in Indian languages
also has increased. Numerous portals have emerged that
include huge volumes of content in Indian languages. How-
ever, the data is being under-utilized due to the unavail-
ability of Indian language text mining methods. The huge
number of available documents in digital media makes it
difficult to obtain the necessary knowledge related to the
needs of the user. Thus, text mining is necessary for re-
gional languages spoken in India.

TM for Indian languages has several difficulties. Indian
languages differ from English in several ways, which makes
it challenging to use text-mining tools and techniques that
were created for the English language. The great variety of
Indian languages also makes it difficult to find linguistic re-
sources for text mining in Indian languages. Additionally,
a gap exists between the knowledge that can be created
from stored data and a paucity of study and development
done in Indian language text processing. The extraction of
text data from photographs presents another difficulty be-
cause the text can have different styles, sizes, orientations,
alignments, and lighting conditions. Moreover, as majority
of the study in this topic is limited to English language,
opinion mining in Indian languages also poses difficulties.

3.1 SPECIALITY OF MALAYALAM

The distinctive script used in Malayalam was inspired by
old Brahmi scripts. A combination of vowels and conso-
nants is represented by the characters of this alphasyllabic
alphabet. It has a complex structure of derivations and
inflections and is morphologically rich. As an agglutina-
tive language, Malayalam represents grammatical informa-
tion through the addition of affixes to root words. This
property makes it possible to combine different morphemes
to create complex words. Understanding and recognizing
these structures is necessary for efficient processing. Malay-
alam exhibits regional variances that result in variations in
vocabulary, pronunciation, and specific grammatical char-
acteristics. Code-mixing, or inserting English or other lan-
guages into Malayalam text, is a common practice among
Malayalam speakers. Text mining technologies must be able
to handle various languages within a single corpus to ad-
dress this linguistic phenomenon.

3.2 NEED FOR TEXT MINING TOOL
FOR MALAYALAM

Malayalam has its unique script and linguistic characteris-
tics. From the enormous quantity of Malayalam data that is
available online, such as news articles, social media posts,
and other textual data sources, Malayalam TM tools can
assist in retrieving relevant data. Analyzing Malayalam
text provides insights into various aspects such as senti-
ment, topics, and entities. This can be valuable for un-
derstanding public opinion, monitoring trends, and gain-
ing knowledge from Malayalam-language content. For re-
searchers, scholars, and academicians who are interested in
Malayalam language studies, the TM tool aids in analysing
and extracting meaningful information from large corpora
of Malayalam texts. It encourages research in linguistics,
literature, and cultural studies. These tools can be useful
for media organizations and businesses to track mentions,
sentiments, and trending subjects relating to their brands
or interests in news stories and social media. The develop-
ment and improvement of Malayalam TM tools contribute
to the creation of language resources such as annotated cor-
pora, lexicons, and language models.

3.3 CHALLENGES IN DEVELOPING
MALAYALAM TM TOOL

Developing a text mining tool for Malayalam presents sev-
eral formidable challenges. The absence of standardised
scripts and the morphological complexity of Malayalam,
characterized by intricate word formations, pose difficulties
in tasks such as stemming and lemmatization. Limited lan-
guage resources, including annotated corpora and lexicons,
hinder the training and evaluation of natural language pro-
cessing models. Code-mixing with English or other Indian
languages, along with semantic ambiguity in sentence struc-
tures, adds complexity to language understanding. Named
entity recognition faces challenges due to variations in nam-
ing conventions, and the diverse dialects and vernaculars
across regions require adaptable tools. The evolving state
of Natural Language Processing research for Malayalam,
coupled with the lack of standard evaluation benchmarks,
further complicates the development and assessment of ef-
fective text mining tools. These challenges underscore the
need for collaborative efforts to advance linguistic resources
and algorithmic solutions for the unique characteristics of
Malayalam language.

4 METHODOLOGY AND IMPLE-
MENTATION

Large volumes of unprocessed data can be studied with the
help of text mining to find valuable insights. To develop
text analysis models that learn to categorize or extract cer-
tain information based on prior training can be integrated
with machine learning. The basic steps involved in text
mining are illustrated in Figure: 1.

The initial stage in text mining is to gather and prepare
the text data to be analysed. This could include scrap-
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Figure 1: Basic Steps in Text Mining

ing content from web pages, extracting data, or gathering
social media posts, documents, articles, or websites. Once
collected, the data must be pre-processed before being anal-
ysed. This may include deleting special characters, stop
words, and punctuation, as well as activities like tokeniza-
tion, stemming or lemmatization. Tokenization is the pro-
cess of breaking a text into individual words or phrases, or
tokens. This step facilitates further analysis by providing a
unit of meaning for the subsequent processing stages. Stem-
ming involves reducing words to their root or base form by
removing suffixes, while lemmatization aims to transform
words to their base or dictionary form. Both processes help
in standardizing word representations, reducing the com-
plexity of the data. These are NLP techniques used by
TM systems to produce inputs for machine learning mod-
els. This allows the text analysis to proceed. Depending on
the linguistic properties of the content, language-specific
processing may be used.

Extraction of pertinent features from text data comes
next after pre-processing. Two popular methods are Bag-of-
Words (BoW), in which documents are represented as col-
lections of words together with their frequencies, and Term
Frequency-Inverse Document Frequency (TF-IDF), which
weighs words according to how important they are in a doc-
ument with the corpus as a whole. Word embeddings that
capture semantic relationships, like Word2Vec or GloVe,
give dense vector representations of words in a continuous
vector space. While named entity recognition, sentiment
ratings, and part-of-speech tags enhance text comprehen-
sion, N-grams take into account word sequences to identify
local patterns. Depending on the particular task at hand,
the feature extraction technique selected will attempt to
accurately capture the complex nature and context of the
textual data for further analysis and machine learning.

After the text data has been pre-processed and features
retrieved, the next step is to analyse it to extract insights
and information. Clustering, classification, topic modelling,
sentiment analysis, and entity identification techniques may
be used to identify patterns, trends, and correlations in the
data. After analysis, the results must be reviewed to de-
termine their success in meeting the text mining project’s
objectives. This could include evaluating the accuracy of
classification models or the coherence of topic models. De-
pending on the particular task, evaluation entails a quanti-
tative assessment of a text mining model’s performance us-
ing metrics like accuracy, precision, recall, F1 score, or oth-
ers. It gives a numerical measure of the model’s effective-
ness in accomplishing its goals, assisting in identifying the
benefits as well as drawbacks of their selected approaches.
On the contrary, visualisation makes it possible to present
complex textual data in an understandable way. Patterns,

trends, and relationships within the data are visually con-
veyed through techniques such as word clouds, bar charts,
and heatmaps. Results may be interpreted more easily and
conclusions can be communicated to a wider range of users
with the help of visualisation.

4.1 MALAYALAM TEXT MINING
TOOL – IMPLEMENTATION

The task discussed here is to extract data from numerous
online Malayalam newspapers and organize it into a well-
structured corpus database. The work also focuses on tag-
ging the extracted corpus for Parts of Speech (POS). POS
Tagging is a process of assigning the best part of speech to
the constituents of the sentence. Identification of the parts
of speech, such as nouns, pronouns, verbs, adjectives, and
adverbs helps in analysing the role of each constituent in a
sentence. For this, approximately 15 online newspaper sites
were examined, analysing the structure and determining the
viability of mining data from these websites. When checked
manually, majority of them do not satisfy the required cri-
teria, i.e. they do not reveal the actual result or the re-
quired data or are not in legible format; some lack data
information. Finally, it was decided to choose five news-
papers that satisfied all the criteria. These include dailies
such as MalayalaManorama, Mathrubhumi, Deshabhimani,
Madhyamam, and Pravasi Express.

Text mining for Malayalam follows the same processes
as TM for any other language. The basic architecture for
developing TM tool for Malayalam along with POS tagging
is depicted in Figure: 2.

Figure 2: Architecture of TM tool for Malayalam

The first and foremost step in mining the data is to de-
fine a query and submit it to TM tool. The algorithm for
extracting the text from different newspapers is given in
Algorithm: 1.

As per the given query, the next stage is data gathering,
in which useful information is obtained from online news
sources using techniques like web scraping and API (Appli-
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Algorithm 1 Extract Text For Query From Malayalam
Online Newspapers

Input:
Query for searching
List of online Malayalam newspaper URLs

Initialize BeautifulSoup
Initialize an empty list to store textual data extracted
for each newspaper’s URL do

for each article page do
Fetch HTML content from the constructed URL

using the ’requests’ library
if the request is successful

Parse the HTML content with BeautifulSoup
else

Handle the error
endif
Identify HTML Elements

Inspect the HTML structure of the article web-
page using browser developer tools

Determine the HTML tags containing the arti-
cle’s text

Extract Text
Use BeautifulSoup methods to locate the identi-

fied HTML elements
for each element do

Extract the text content using the get_Text()
method

Append extracted text to the list for the current
newspaper

endfor
Move to the next page based on the pagination

template
endfor
Store the extracted text for the current newspaper in

a separate list
endfor
Handle dynamic content, if applicable
Review continuously webpage structure and make
changes in code accordingly.
Output:
A list containing the textual data related to the given
query extracted from different Malayalam newspapers.

cation Programming Interface) utilization. Web pages are
drastically different in style and form from text documents
used for text mining. The majority of online pages show
their content using HTML (Hyper Text Markup Language)
rather than plain text. HTML readily allows a page to be
a combination of textual content, known as the page pay-
load; formatting information, such as tables and headers;
multimedia features, such as images or video; and links to
other HTML pages. The data preparation is the next step.
The retrieved raw text is then put through pre-processing
procedures to guarantee the quality of the data, including
cleaning, removing HTML elements, and addressing noise.
Once collected, the data must be pre-processed before be-
ing analysed. For Malayalam, this may involve employing
tools such as Morphological Analysers, Sandhisplitter, and

stopword lists, which can be used to remove common words
that are unhelpful for analysis. After pre-processing, the
data thus gathered are stored in the database in text for-
mat or CSV format.

POS is the task of assigning each word of a text to the
proper parts of speech tag in its context of appearance in the
sentences. This is considered to be the first step towards
understanding any natural language. POS tags augment
the information contained among the words alone that help
in explicitly indicating the structure that is inherent in a
language. CRFs are a probabilistic framework [22] that is
used for labelling and segmenting structured data, such as
sequences, trees, and lattices. The tool incorporates CRF
based POS tagging to find entities or patterns in Malayalam
text. When identifying a pattern, this model takes into ac-
count not just the dependence of features on one another
but also future observations. It is thought to be the most
effective approach for entity recognition in terms of perfor-
mance. Since these models incorporate previous data, users
feed CRF with features that are modelled from the data.
These feature functions, such as the tag sequence noun -
adverb - verb, describe particular characteristics of the se-
quence that the data point represents. Treebank Malayalam
POS annotated corpus was used along with collected cor-
pus. The collected corpus was annotated with BIS Tagset
[20] for getting the POS tagged data.

5 RESULTS AND DISCUSSIONS

When a query related to any specific topic is given, the
text mining tool provides a set of documents, sentences, or
keywords that are most relevant to the given query. Thus
obtained data is pre-processed thoroughly and then stored
in the TXT, CSV format for future uses. The CSV file
contains all the details of the data collected like, the title of
the article, date of publication of the article, content, article
link, newspaper details etc is shown in Figure: 3. The TXT
file contains the plain raw data which can be used for many
NLP applications.

One essential method for figuring out the linguistic varia-
tions present in the language is to use word clouds and fre-
quency distribution. By utilizing these visualization tools,
one can do a thorough investigation of the most frequently
occurring terms in a corpus, providing a valuable under-
standing of the semantic landscape and major themes in-
cluded in the given text. A simple and visually appeal-
ing method for quickly identifying key concepts is the word
cloud, a graphical depiction of words sized according to how
frequently they appear in the text. Through the creation of
a Malayalam-specific word cloud, it is possible to effectively
identify the frequently occurring terms in the mined data,
providing insight into the contextual complexities and lex-
ical richness. This helps to identify important trends and
patterns and also contributes to the qualitative understand-
ing of the text. The wordcloud for given query “aougnMm ”,
mined from all five newspapers is shown in Figure: 4 and
the frequency of the most commonly used words in the same
is depicted in Figure: 5.

As per the research study [21], cloud technique is used to
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Figure 3: CSV File format

Figure 4: WordCloud for “aougnMm ”

represent the most frequent keywords collected from the ar-
ticles. As shown in Figure:5, it is found that “tNttÁ”is the
most occurring term or keyword that is mentioned across all
the collected newspapers articles. The next highest frequent
keywords that occurred in the collected corpus includes “a-
k” and “aougnMm” followed by “teÉw”, “¤”, “Nqkdo·nÊm

”, “I\¿” keywords.
The analysis of frequency distribution offers a numeri-

cal viewpoint on the frequency of specific terms inside the
Malayalam text. By displaying the frequency of each word
and providing an organized output, this distribution en-
ables more thorough statistical analysis. This distribution
can be used by scholars and language lovers to determine
the frequency of particular terms, which can help identify
important linguistic traits and support further analytical
work. In the realm of text mining, a confusion matrix is
a valuable tool for assessing the performance of a classifi-
cation model. It provides a comprehensive breakdown of
the predicted and actual class labels, aiding in the evalua-
tion of model accuracy. Precision measures the accuracy of

positive predictions, while recall assesses the model’s abil-
ity to capture all positive instances. The balance between
precision and recall is given by F1 score. Figure:6 gives the
classification report and the confusion matrix for the same
is depicted in Figure:7.

When it comes to POS tagging, in Malayalam there are
some words that may take different tags in different con-
texts. Good knowledge of Malayalam grammar is needed
for tagging words. The tagger is trained using CRF with
the respective annotated corpus consisting of around 210k
tokens and thus the respective language model is generated
using machine learning techniques. Testing was undertaken
after learning, and the results obtained for POS tagging for
known and unknown words are given in Table: 1.

Table 1: Known vs Unknown Accuracy

Known Data 98.89
UnKnown Data 84.67

The results obtained are very promising and further en-
hancements can be done by training the CRF with more
annotated corpus.

TM makes it possible for a systematic study of huge
amounts of Malayalam text, which could be helpful es-
pecially for academic research, policy makers, Malayalam
communities, article writing, or teaching purposes. Instead
of just searching for, linking to, and obtaining documents
containing specific data, the goal of TM is to extract use-
ful information. This tool can be used for collecting corpus
for various Malayalam langauge processing applications like
Named Entity Recognizer, Multiword Expressions, Senti-
ment Analysis, etc. Text mining, unlike searches, produces
results based on the researcher’s intended use of the con-
tent. Web searches in general might be similar to TM, but
there are notable differences. Search is the process of re-
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Figure 5: Frequency Distribution of most commonly used terms in Collected Newspaper Articles

Figure 6: Classification Report

Figure 7: Confusion Matrix

trieving documents or other results based on specific search
keywords. This kind of search is commonly performed using
search engines. The output often consists of a hyperlink to
text or information located elsewhere, as well as a summary
of what is available at the other end of the link. The goal
is to locate the entire current work so that its contents can
be exploited.

6 LIMITATIONS AND FUTURE
SCOPE

Malayalam has regional dialects and variations in vocabu-
lary and syntax, making it difficult to create models that
work well across different dialects. The performance of tools
for Malayalam text mining may vary depending on the do-
main, such as news articles, literature, and social media,
and may require specific adjustments. There are limited
benchmark datasets and evaluation standards for Malay-
alam, which can make it difficult to assess the performance
of text mining tools. POS taggers may have accuracy issues
due to the quality and size of the annotated corpus used
for training, and may struggle with disambiguating word
meanings. Errors in pre-processing and feature extraction
can lead to inaccuracies in downstream analyses.

As a future scope, by incorporating Government websites
to this tool, public can easily access all relavent informa-
tion related to specific query from this portal, instead of
searching different Government portals. As a further en-
hancement to this work, information can be made available
from pdf files other than textual data. For better under-
standing of the semantic landscape and important themes
included in the retreived data, visualization tools can be
incorporated. Future research could explore additional ML
algorithms for comparison, paving the way for deeper un-
derstanding and more advanced applications of Malayalam
text mining across various sectors.

7 CONCLUSION

In an era where information is abundant but often over-
whelming, the ability to distill meaning from unstructured
text is paramount. The creation of a Malayalam text min-
ing tool is an important step towards enhancing linguistic
technology for the Malayalam language. This endeavour
smoothly integrates NLP and machine learning, demon-
strating a strong interaction between algorithms and lin-
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guistic characteristics. The tool not only enhances Malay-
alam computing but also demonstrates the ongoing progress
of language-centric technologies. This tool helps to collect
corpus from five different newspapers which is the core ele-
ment for many NLP applications. The corpus collected can
be annotated for POS and the accuracy in predicting the
tags is quite promising. The comparison of POS results has
been carried out for the known and unknown data. It is
also found that the increase in the training data can help
in increasing the accuracy of predicting tags. Other ML
algorithms can be applied and the results can be compared
with this. In trying to explore deeper into the complexi-
ties of Malayalam text mining, this research lays the way
for future advancements, encouraging a better knowledge of
the language’s unique features and enabling more advanced
applications in a variety of sectors.
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